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Table 3. Audio-visual video question answering results of different methods on the test set of ST-AVQA. The top-2 results are highlighted.

Table1. Ablation study on input modalities and the proposed modules. 
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• How to make machines integrate multimodal information, especially the 
natural modality such as the audio and visual ones.

• Most methods remains limited ability for cross-modal reasoning, 
under complex audio-visual scenarios.

• The Audio-Visual Question Answering (AVQA) task, which aims to 
answer questions regarding different visual objects, sounds, and their 
associations in videos.
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Conclusion
• We build the large-scale ST-AVQA dataset of musical performance, which 

contains more than 9K videos annotated by over 45K QA pairs, spanning over 
different modal scenes.

• A spatio-temporal grounding model is proposed to solve the fine-grained scene 
understanding and reasoning over audio and visual modalities.

• Extensive experiments show that AVQA benefits from multisensory perception 
and our model is superior to recent QA approaches especially on the questions 
that measures spatio-temporal  reasoning ability of models.
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Table2. Experiments on TVQA dataset

The sounding area and key timestamps are accordingly highlighted in spatial and temporal perspectives

Distribution of question templates.
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